
Detectability of 
intermediate mass binary 

black holes

Juan Calderón Bustillo

7th Iberian Gravitational Waves Meeting Bilbao, Spain, May 2017

Center for Relativistic Astrophysics

Georgia Institute of Technology

in collaboration with: P. Laguna, D.Shoemaker, Karan P. Jani, Tito dal Canton, Francesco Salemi & Ian Harry. 
                           



(Un)Detectability of 
intermediate mass binary 

black holes

Juan Calderón Bustillo

7th Iberian Gravitational Waves Meeting Bilbao, Spain, May 2017

Center for Relativistic Astrophysics

Georgia Institute of Technology

in collaboration with: P. Laguna, D.Shoemaker, Karan P. Jani, Tito dal Canton, Francesco Salemi & Ian Harry. 
                           



Introduction: matched filter searches (or modelled searches)

LSC+ Virgo, PRL 116, 141103 (2016) 

from 35 Hz to a peak amplitude at 450 Hz. The signal-to-
noise ratio (SNR) accumulates equally in the early inspiral
(∼45 cycles from 35 to 100 Hz) and late inspiral to merger
(∼10 cycles from 100 to 450 Hz). This is different from the
more massive GW150914 binary for which only the last 10
cycles, comprising inspiral and merger, dominated the
SNR. As a consequence, the parameters characterizing
GW151226 have different precision than those of
GW150914. The chirp mass [26,45], which controls the
binary’s evolution during the early inspiral, is determined
very precisely. The individual masses, which rely on
information from the late inspiral and merger, are measured
far less precisely.
Figure 1 illustrates that the amplitude of the signal is less

than the level of the detector noise,where themaximum strain
of the signal is 3.4þ0.7

−0.9 × 10−22 and 3.4þ0.8
−0.9 × 10−22 in LIGO

Hanford and Livingston, respectively. The time-frequency
representation of the detector data shows that the signal is not
easily visible. The signal is more apparent in LIGO Hanford
where the SNR is larger. The SNR difference is predomi-
nantly due to the different sensitivities of the detectors at the
time. Only with the accumulated SNR frommatched filtering
does the signal become apparent in both detectors.

III. DETECTORS

The LIGO detectors measure gravitational-wave strain
using two modified Michelson interferometers located in
Hanford, WA and Livingston, LA [2,3,46]. The two
orthogonal arms of each interferometer are 4 km in length,
each with an optical cavity formed by two mirrors acting as
test masses. A passing gravitational wave alters the

FIG. 1. GW151226 observed by the LIGO Hanford (left column) and Livingston (right column) detectors, where times are relative to
December 26, 2015 at 03:38:53.648 UTC. First row: Strain data from the two detectors, where the data are filtered with a 30–600-Hz
bandpass filter to suppress large fluctuations outside this range and band-reject filters to remove strong instrumental spectral lines [46].
Also shown (black) is the best-match template from a nonprecessing spin waveform model reconstructed using a Bayesian analysis [21]
with the same filtering applied. As a result, modulations in the waveform are present due to this conditioning and not due to precession
effects. The thickness of the line indicates the 90% credible region. See Fig. 5 for a reconstruction of the best-match template with no
filtering applied. Second row: The accumulated peak signal-to-noise ratio (SNRp) as a function of time when integrating from the start of
the best-match template, corresponding to a gravitational-wave frequency of 30 Hz, up to its merger time. The total accumulated SNRp

corresponds to the peak in the next row. Third row: Signal-to-noise ratio (SNR) time series produced by time shifting the best-match
template waveform and computing the integrated SNR at each point in time. The peak of the SNR time series gives the merger time of
the best-match template for which the highest overlap with the data is achieved. The single-detector SNRs in LIGO Hanford and
Livingston are 10.5 and 7.9, respectively, primarily because of the detectors’ differing sensitivities. Fourth row: Time-frequency
representation [47] of the strain data around the time of GW151226. In contrast to GW150914 [4], the signal is not easily visible.
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Key facts of modelled searches.

• GW signals are normally weaker than the detector background noise.
• Compare (via matched filter) the detector output with waveform models (or templates) —> 

Signal-to-noise ratio.
• Templates need to be accurate representations of the GW signal.
• Wrong modelling leads to loss in SNR and damages the detection process.
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Introduction: Detections so far have a  low mass ratio and no clear precession.

Data is uninformative about precession 
as the posterior is almost equal to the prior

LSC + Virgo, PhysRevX.6.041015
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modes (HM) [19, 20]. These have a subdominant e↵ect
and only contribute significantly to the GW signal during
the last few cycles and merger of the binary, their e↵ect
being enhanced as the total mass M = m1 +m2 and the
mass ratio q = m1/m2 grow and as ✓ ! ⇡/2 [26]. Re-
garding the spins of the BH’s, non-zero spin components
within the orbital plane of the binary make the orbital
momentum of the binary precess around the total one.
It is common to combine spins of the binary in the two
parameters �

eff

and �
p

, defined by 2 [32, 33]:

�
eff

=
�z

1m1 + �z

2m2

m1 +m2
�
p

=
max(A1�

p

1, A2�
p

2)

A2m2
2

Thus, a non-zero �
p

leads to a precessing orbital plane
that induces modulations of the frequency and ampli-
tude of the h

`,m

modes [33, 34, 41]. This modifies the
resulting signal wrt. the non-precessing case when this
is computed the non-precessing frame of reference. As
a summary, both HM’s and precession, make the final
signal h di↵er from the one predicted by non-precessing
models which consider only the dominant h2,±2 modes,
potentially damaging the ability of current searches to
detect GW signals from BBH’s.

We note that there exist already waveform models in-
cluding the e↵ects of either precession [33, 35] or higher
modes, as the model EOBNRv2HM within the LIGO LSC
Algorithm Library [36, 37]. However, none of these have
already been used for detection purposes [17]. It has
been shown how inclusion of precession improves the sen-
sitivity to precessing NSBH [21] and that omission of
higher modes can lead to large event losses for the case
of BBH [22, 23, 26]. We combine these two approaches
and present the first study showing the combined impact
of the omission of both HM’s and precession.

TARGET SIGNALS

We use as a true GW signal model NR waveforms re-
cently produced by the Maya code [38–40], recently pre-
sented in [41]. In particular we choose 3 main sorts of
signals: signals with large �

p

and large q, signals low �
p

precession and low q (as GW150914 is supposed to be)
and signals with large �

p

and low q. For sanity checks,
we also pick a non-precessing signal with high mass ra-
tio. We scale these waveforms to total masses in the
range M = [70, 200]M�. These are summarized in Table
I. As mentioned before we use f

low

= 30Hz for eaLIGO
and f

low

= 24Hz for AdvLIGO. We note that although
the latter will be sensitive down to f

low

= 10Hz, our
NR waveforms do not reach such low frequencies unless

2 Here, A
i

= 2 + (3m3�i

)/2m
i

and �p

i

=
q

(�x

i

)2 + (�y

i

)2.

M ' 210M� for most cases, reason why we start the
analysis at 24Hz.

METHOD

We compute the maximized overlap3 F [42] of a
ROM version of the nonSEOBNRv2-precessing wave-
form model SEOBNRv24 [43–45] towards our NR
simulations. For each NR simulation, we compute F

i

for a large collection of orientations and polarizations
(✓

i

,'
i

, 
i

) ⌘ ⇤
i

and obtain a ⇤-averaged fitting factor
F as in [22, 26]. From this quantity we infer the corre-
sponding fractional event loss as �V [%] = 100⇥(1�F3).

Finally, for a given signal-to-noise-ratio (SNR) ⇢, two
waveforms are considered indistinguishable when their
mismatch ✏ satisifies ✏  1/2⇢2 [26, 46, 47]. Substituting
✏ by 1�F will allow us to investigate the indistinguisha-
bility of our precessing NR waveforms to the SEOBNRv2
model, and consequently address the detectability of pre-
cession e↵ects. In particular, computing F for face-on
signals, will allow us to isolate the e↵ect of precession
from that of higher modes. We will conclude that the
latter are measurable whenever 1 � F is lower than the
corresponding threshold for a given SNR.

RESULTS

The omission of two main physical phenomena in the
SEOBNRv2 model damage its ability to recover our
target NR signals: precession and higher modes. For
both eaLIGO and AdvLIGO, the e↵ect of precession
dominates for face-on sources, for which the HM content
of the GW signal is negligible [25, 26]. As we increase
the inclination ✓ of the source, higher modes start to
contribute, generating further discrepancies between
target signal and template bank, leading to lower fitting
factors. Precession e↵ects are more important the longer
the signal stays within the detector band. This causes
fitting factors to be specially low for our lowest mass
targets and for AdvLIGO, due to its lower f

low

. On the
other hand, as shown in previous studies [22–25], HM
only impact the late merger and ringdown parts of the
signal, their e↵ect are more dominant for high masses
and eaLIGO [26]
For all the precessing targets we observe that F is lower
for the case of AdvLIGO, the reason being its lower f

low

,
which makes it sensitive to a longer inspiral, enhancing
the e↵ect of the amplitude modulations caused by

3 Also known as e↵ectualness or fitting factor.
4 Please, note that from now on we will refer to the ROM version
of SEOBNRv2 version as just SEOBNRv2.

LSC + Virgo, PhysRevLett.116.241102
Low mass ratio q=m1/m2 and total
mass below M=m1+m2=100Msun

GW150914

GW150914
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modes (HM) [19, 20]. These have a subdominant e↵ect
and only contribute significantly to the GW signal during
the last few cycles and merger of the binary, their e↵ect
being enhanced as the total mass M = m1 +m2 and the
mass ratio q = m1/m2 grow and as ✓ ! ⇡/2 [26]. Re-
garding the spins of the BH’s, non-zero spin components
within the orbital plane of the binary make the orbital
momentum of the binary precess around the total one.
It is common to combine spins of the binary in the two
parameters �

eff

and �
p

, defined by 2 [32, 33]:

�
eff

=
�z

1m1 + �z

2m2

m1 +m2
�
p

=
max(A1�

p

1, A2�
p

2)

A2m2
2

Thus, a non-zero �
p

leads to a precessing orbital plane
that induces modulations of the frequency and ampli-
tude of the h

`,m

modes [33, 34, 41]. This modifies the
resulting signal wrt. the non-precessing case when this
is computed the non-precessing frame of reference. As
a summary, both HM’s and precession, make the final
signal h di↵er from the one predicted by non-precessing
models which consider only the dominant h2,±2 modes,
potentially damaging the ability of current searches to
detect GW signals from BBH’s.

We note that there exist already waveform models in-
cluding the e↵ects of either precession [33, 35] or higher
modes, as the model EOBNRv2HM within the LIGO LSC
Algorithm Library [36, 37]. However, none of these have
already been used for detection purposes [17]. It has
been shown how inclusion of precession improves the sen-
sitivity to precessing NSBH [21] and that omission of
higher modes can lead to large event losses for the case
of BBH [22, 23, 26]. We combine these two approaches
and present the first study showing the combined impact
of the omission of both HM’s and precession.

TARGET SIGNALS

We use as a true GW signal model NR waveforms re-
cently produced by the Maya code [38–40], recently pre-
sented in [41]. In particular we choose 3 main sorts of
signals: signals with large �

p

and large q, signals low �
p

precession and low q (as GW150914 is supposed to be)
and signals with large �

p

and low q. For sanity checks,
we also pick a non-precessing signal with high mass ra-
tio. We scale these waveforms to total masses in the
range M = [70, 200]M�. These are summarized in Table
I. As mentioned before we use f

low

= 30Hz for eaLIGO
and f

low

= 24Hz for AdvLIGO. We note that although
the latter will be sensitive down to f

low

= 10Hz, our
NR waveforms do not reach such low frequencies unless

2 Here, A
i

= 2 + (3m3�i

)/2m
i

and �p

i

=
q

(�x

i

)2 + (�y

i

)2.

M ' 210M� for most cases, reason why we start the
analysis at 24Hz.

METHOD

We compute the maximized overlap3 F [42] of a
ROM version of the nonSEOBNRv2-precessing wave-
form model SEOBNRv24 [43–45] towards our NR
simulations. For each NR simulation, we compute F

i

for a large collection of orientations and polarizations
(✓

i

,'
i

, 
i

) ⌘ ⇤
i

and obtain a ⇤-averaged fitting factor
F as in [22, 26]. From this quantity we infer the corre-
sponding fractional event loss as �V [%] = 100⇥(1�F3).

Finally, for a given signal-to-noise-ratio (SNR) ⇢, two
waveforms are considered indistinguishable when their
mismatch ✏ satisifies ✏  1/2⇢2 [26, 46, 47]. Substituting
✏ by 1�F will allow us to investigate the indistinguisha-
bility of our precessing NR waveforms to the SEOBNRv2
model, and consequently address the detectability of pre-
cession e↵ects. In particular, computing F for face-on
signals, will allow us to isolate the e↵ect of precession
from that of higher modes. We will conclude that the
latter are measurable whenever 1 � F is lower than the
corresponding threshold for a given SNR.

RESULTS

The omission of two main physical phenomena in the
SEOBNRv2 model damage its ability to recover our
target NR signals: precession and higher modes. For
both eaLIGO and AdvLIGO, the e↵ect of precession
dominates for face-on sources, for which the HM content
of the GW signal is negligible [25, 26]. As we increase
the inclination ✓ of the source, higher modes start to
contribute, generating further discrepancies between
target signal and template bank, leading to lower fitting
factors. Precession e↵ects are more important the longer
the signal stays within the detector band. This causes
fitting factors to be specially low for our lowest mass
targets and for AdvLIGO, due to its lower f

low

. On the
other hand, as shown in previous studies [22–25], HM
only impact the late merger and ringdown parts of the
signal, their e↵ect are more dominant for high masses
and eaLIGO [26]
For all the precessing targets we observe that F is lower
for the case of AdvLIGO, the reason being its lower f

low

,
which makes it sensitive to a longer inspiral, enhancing
the e↵ect of the amplitude modulations caused by

3 Also known as e↵ectualness or fitting factor.
4 Please, note that from now on we will refer to the ROM version
of SEOBNRv2 version as just SEOBNRv2.

LSC + Virgo, Phys. Rev. Lett. 116, 241103

GW151226
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Low mass ratio q=m1/m2 and total
mass below M=m1+m2=100Msun



Introduction: results from the search for intermediate mass black holes

LSC+ Virgo, PRL 116, 061102 (2016) 

Motivations summary:

• No detections with total mass above 100Msun.
• All of them showed mass ratios below ~3.5
• No clear signs of precession.

LSC + Virgo,arXiv 1704.04628
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modes (HM) [19, 20]. These have a subdominant e↵ect
and only contribute significantly to the GW signal during
the last few cycles and merger of the binary, their e↵ect
being enhanced as the total mass M = m1 +m2 and the
mass ratio q = m1/m2 grow and as ✓ ! ⇡/2 [26]. Re-
garding the spins of the BH’s, non-zero spin components
within the orbital plane of the binary make the orbital
momentum of the binary precess around the total one.
It is common to combine spins of the binary in the two
parameters �

eff

and �
p

, defined by 2 [32, 33]:

�
eff

=
�z

1m1 + �z

2m2

m1 +m2
�
p

=
max(A1�

p

1, A2�
p

2)

A2m2
2

Thus, a non-zero �
p

leads to a precessing orbital plane
that induces modulations of the frequency and ampli-
tude of the h

`,m

modes [33, 34, 41]. This modifies the
resulting signal wrt. the non-precessing case when this
is computed the non-precessing frame of reference. As
a summary, both HM’s and precession, make the final
signal h di↵er from the one predicted by non-precessing
models which consider only the dominant h2,±2 modes,
potentially damaging the ability of current searches to
detect GW signals from BBH’s.

We note that there exist already waveform models in-
cluding the e↵ects of either precession [33, 35] or higher
modes, as the model EOBNRv2HM within the LIGO LSC
Algorithm Library [36, 37]. However, none of these have
already been used for detection purposes [17]. It has
been shown how inclusion of precession improves the sen-
sitivity to precessing NSBH [21] and that omission of
higher modes can lead to large event losses for the case
of BBH [22, 23, 26]. We combine these two approaches
and present the first study showing the combined impact
of the omission of both HM’s and precession.

TARGET SIGNALS

We use as a true GW signal model NR waveforms re-
cently produced by the Maya code [38–40], recently pre-
sented in [41]. In particular we choose 3 main sorts of
signals: signals with large �

p

and large q, signals low �
p

precession and low q (as GW150914 is supposed to be)
and signals with large �

p

and low q. For sanity checks,
we also pick a non-precessing signal with high mass ra-
tio. We scale these waveforms to total masses in the
range M = [70, 200]M�. These are summarized in Table
I. As mentioned before we use f

low

= 30Hz for eaLIGO
and f

low

= 24Hz for AdvLIGO. We note that although
the latter will be sensitive down to f

low

= 10Hz, our
NR waveforms do not reach such low frequencies unless

2 Here, A
i

= 2 + (3m3�i

)/2m
i

and �p

i

=
q

(�x

i

)2 + (�y

i

)2.

M ' 210M� for most cases, reason why we start the
analysis at 24Hz.

METHOD

We compute the maximized overlap3 F [42] of a
ROM version of the nonSEOBNRv2-precessing wave-
form model SEOBNRv24 [43–45] towards our NR
simulations. For each NR simulation, we compute F

i

for a large collection of orientations and polarizations
(✓

i

,'
i

, 
i

) ⌘ ⇤
i

and obtain a ⇤-averaged fitting factor
F as in [22, 26]. From this quantity we infer the corre-
sponding fractional event loss as �V [%] = 100⇥(1�F3).

Finally, for a given signal-to-noise-ratio (SNR) ⇢, two
waveforms are considered indistinguishable when their
mismatch ✏ satisifies ✏  1/2⇢2 [26, 46, 47]. Substituting
✏ by 1�F will allow us to investigate the indistinguisha-
bility of our precessing NR waveforms to the SEOBNRv2
model, and consequently address the detectability of pre-
cession e↵ects. In particular, computing F for face-on
signals, will allow us to isolate the e↵ect of precession
from that of higher modes. We will conclude that the
latter are measurable whenever 1 � F is lower than the
corresponding threshold for a given SNR.

RESULTS

The omission of two main physical phenomena in the
SEOBNRv2 model damage its ability to recover our
target NR signals: precession and higher modes. For
both eaLIGO and AdvLIGO, the e↵ect of precession
dominates for face-on sources, for which the HM content
of the GW signal is negligible [25, 26]. As we increase
the inclination ✓ of the source, higher modes start to
contribute, generating further discrepancies between
target signal and template bank, leading to lower fitting
factors. Precession e↵ects are more important the longer
the signal stays within the detector band. This causes
fitting factors to be specially low for our lowest mass
targets and for AdvLIGO, due to its lower f

low

. On the
other hand, as shown in previous studies [22–25], HM
only impact the late merger and ringdown parts of the
signal, their e↵ect are more dominant for high masses
and eaLIGO [26]
For all the precessing targets we observe that F is lower
for the case of AdvLIGO, the reason being its lower f

low

,
which makes it sensitive to a longer inspiral, enhancing
the e↵ect of the amplitude modulations caused by

3 Also known as e↵ectualness or fitting factor.
4 Please, note that from now on we will refer to the ROM version
of SEOBNRv2 version as just SEOBNRv2.

GW151226

• Black holes with total mass M > 100Msun. 
• If they exist, these would be the strongest CBC-like source for gravitational waves.

LSC + Virgo,arXiv 1704.04628

Challenges:
• Signal dominated by its merger and ringdown parts.
• Higher modes impact the signal (coming later)
• Templates not as accurate as for the case of lower mass systems.
• Background noise can reproduce easily these signals (Sine gaussian glitches, A.Torres’ 

talk) 7
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modes (HM) [19, 20]. These have a subdominant e↵ect
and only contribute significantly to the GW signal during
the last few cycles and merger of the binary, their e↵ect
being enhanced as the total mass M = m1 +m2 and the
mass ratio q = m1/m2 grow and as ✓ ! ⇡/2 [26]. Re-
garding the spins of the BH’s, non-zero spin components
within the orbital plane of the binary make the orbital
momentum of the binary precess around the total one.
It is common to combine spins of the binary in the two
parameters �

eff

and �
p

, defined by 2 [32, 33]:

�
eff

=
�z

1m1 + �z

2m2

m1 +m2
�
p

=
max(A1�

p

1, A2�
p

2)

A2m2
2

Thus, a non-zero �
p

leads to a precessing orbital plane
that induces modulations of the frequency and ampli-
tude of the h

`,m

modes [33, 34, 41]. This modifies the
resulting signal wrt. the non-precessing case when this
is computed the non-precessing frame of reference. As
a summary, both HM’s and precession, make the final
signal h di↵er from the one predicted by non-precessing
models which consider only the dominant h2,±2 modes,
potentially damaging the ability of current searches to
detect GW signals from BBH’s.

We note that there exist already waveform models in-
cluding the e↵ects of either precession [33, 35] or higher
modes, as the model EOBNRv2HM within the LIGO LSC
Algorithm Library [36, 37]. However, none of these have
already been used for detection purposes [17]. It has
been shown how inclusion of precession improves the sen-
sitivity to precessing NSBH [21] and that omission of
higher modes can lead to large event losses for the case
of BBH [22, 23, 26]. We combine these two approaches
and present the first study showing the combined impact
of the omission of both HM’s and precession.

TARGET SIGNALS

We use as a true GW signal model NR waveforms re-
cently produced by the Maya code [38–40], recently pre-
sented in [41]. In particular we choose 3 main sorts of
signals: signals with large �

p

and large q, signals low �
p

precession and low q (as GW150914 is supposed to be)
and signals with large �

p

and low q. For sanity checks,
we also pick a non-precessing signal with high mass ra-
tio. We scale these waveforms to total masses in the
range M = [70, 200]M�. These are summarized in Table
I. As mentioned before we use f

low

= 30Hz for eaLIGO
and f

low

= 24Hz for AdvLIGO. We note that although
the latter will be sensitive down to f

low

= 10Hz, our
NR waveforms do not reach such low frequencies unless

2 Here, A
i

= 2 + (3m3�i

)/2m
i

and �p

i

=
q

(�x

i

)2 + (�y

i

)2.

M ' 210M� for most cases, reason why we start the
analysis at 24Hz.

METHOD

We compute the maximized overlap3 F [42] of a
ROM version of the nonSEOBNRv2-precessing wave-
form model SEOBNRv24 [43–45] towards our NR
simulations. For each NR simulation, we compute F

i

for a large collection of orientations and polarizations
(✓

i

,'
i

, 
i

) ⌘ ⇤
i

and obtain a ⇤-averaged fitting factor
F as in [22, 26]. From this quantity we infer the corre-
sponding fractional event loss as �V [%] = 100⇥(1�F3).

Finally, for a given signal-to-noise-ratio (SNR) ⇢, two
waveforms are considered indistinguishable when their
mismatch ✏ satisifies ✏  1/2⇢2 [26, 46, 47]. Substituting
✏ by 1�F will allow us to investigate the indistinguisha-
bility of our precessing NR waveforms to the SEOBNRv2
model, and consequently address the detectability of pre-
cession e↵ects. In particular, computing F for face-on
signals, will allow us to isolate the e↵ect of precession
from that of higher modes. We will conclude that the
latter are measurable whenever 1 � F is lower than the
corresponding threshold for a given SNR.

RESULTS

The omission of two main physical phenomena in the
SEOBNRv2 model damage its ability to recover our
target NR signals: precession and higher modes. For
both eaLIGO and AdvLIGO, the e↵ect of precession
dominates for face-on sources, for which the HM content
of the GW signal is negligible [25, 26]. As we increase
the inclination ✓ of the source, higher modes start to
contribute, generating further discrepancies between
target signal and template bank, leading to lower fitting
factors. Precession e↵ects are more important the longer
the signal stays within the detector band. This causes
fitting factors to be specially low for our lowest mass
targets and for AdvLIGO, due to its lower f

low

. On the
other hand, as shown in previous studies [22–25], HM
only impact the late merger and ringdown parts of the
signal, their e↵ect are more dominant for high masses
and eaLIGO [26]
For all the precessing targets we observe that F is lower
for the case of AdvLIGO, the reason being its lower f

low

,
which makes it sensitive to a longer inspiral, enhancing
the e↵ect of the amplitude modulations caused by

3 Also known as e↵ectualness or fitting factor.
4 Please, note that from now on we will refer to the ROM version
of SEOBNRv2 version as just SEOBNRv2.

GW151226

• Black holes with total mass M > 100Msun. 
• If they exist, these would be the strongest CBC-like source for gravitational waves.

LSC + Virgo,arXiv 1704.04628

Challenges:
• Signal dominated by its merger and ringdown parts.
• Templates not as accurate as for the case of lower mass systems.
• Higher modes impact the signal (coming later)
• Background noise can reproduce easily these signals (Sine gaussian glitches, A.Torres’ 

talk)

JCB, PhD Thesis
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What our (modelled) searches lack: Higher modes & Precession.



Introduction: Precession

Face-on (✓ = 0)

▸ Possible CBC parameters (#): 

▸ component masses m1, m2 (2) 

▸ dimensionless spins of 
components χ1, χ2 (6) 

▸ location & orientation (6)

SEARCH DESCRIPTION

~L

CBC PARAMETERS

m1

m2

~�1
~�2

~J

Precessing System

~r

*not including coalescence time tc, assuming 
circular orbit & 0 or negligible tidal deformation

14 Parameters*

40SEARCH DESCRIPTION

~L

CBC PARAMETERS

▸ Possible CBC parameters (#): 

▸ component masses m1, m2 (2) 

▸ dimensionless spins of 
components χ1, χ2 (6) (2) 

▸ location & orientation (6) 

analytically maximized over  
for non-precession 

▸ We consider non-precessing 
systems in our searches

~�1
~�2

m1

m2

~J

Non-Precessing System

*not including coalescence time tc, assuming 
circular orbit & 0 or negligible tidal deformation

4 Parameters*

41

• Presence of in-plane spin components causes the orbital plane to precess.
• This causes modulations in the amplitude and frequency of the signal.
• The longer the signal the more precession will hurt (similar to eccentricity).
• Currently used for parameter estimation (SEOBNRv3, PhenomP) but not for searches.

C.Capano, LIGO-G1601021, GR21 conference.
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Introduction: Precession

LSC+ Virgo, PRL 116, 141103 (2016) 

JCB, Laguna, Shoemaker, PRD , ArXiv1612.02340v2

Impact of precession 

11

Non-precessing



Introduction: Higher order modes
Chapter 3. Elements of gravitational waves data analysis for CBCs 46

However, in this process we have not yet considered the influence of the orientation of

the detector with respect to the GW propagation vector �k. We have only considered

its location p = (�,⇤). Adding this ingredient will be the final step in order to give

the final expression of the signal arriving to our detector. We will afterwards see how

this expression can be simplified and expressed as a simple sum of cosine functions, give

explicit expressions for the matched filter and show how analytical optimizations over

extrinsic parameters can be carried out when only quadrupolar templates are considered

in our search.

3.1.1 From the source to the detector

The GW signal at a given sky location

The GW radiation arriving at a point p on the sky of the source will depend on its

location, as shown in Chapter 2, as

hp(�; r, �,⇤; t) = h+ � ih⇥ =
1

dL

�

⇤⌅2

m=⇤�

m=�⇤

Y �2
⇤,m(�,⇤)h⇤,m(�; t), (3.1)

where the dependence on the source-detector distance r is encoded in the luminosity

distance dL, the spherical harmonic modes h⇤,m and the Y �2
⇤,m factors, known as -2 spin

weighted spherical harmonics. Let us recall the property of the GWmodes in the absence

of precession

h⇤,�m = (�1)⇤h⇤⇤,m, (3.2)

that we will use in the following calculation in order to simplify the final expression for

the GW strain.

The GW signal as observed by the detector

The e⇥ect of the GW signal on a detector will depend on the location (dL, �̄, ⇤̄) of

the source in its sky and on the polarization ⇥ of the GW. The exact response of an

interferometric detector to a weak, plane GW in the long wavelength approximation

(i.e., when the size of the detector is much smaller than the wavelength of the wave) is

well known [119]. This response its encoded by the so called antenna patterns (F+, F⇥)

Edge-on (✓ = 0)

Harmonics: Depend on orientation

Modes: Depend on source parameters

Chapter 2. Waveforms for Compact Binary Coalescences 35

recently computed [87]2. All the corrections we will use are summarized in Fig. 2.3.

Also, in this figure, we do not include recent computed 3PN spin-spin corrections to the

energy and flux [74]. For a detailed expression of the mode amplitudes as a function of

the intrinsic parameters ⌅, see [72].

2.2.5 Visualizing the higher order modes

The dominancy of the (2, 2) mode during the coalescence of two compact objects can

be noted in Fig.2.4, where the amplitude A`,m of several modes h`,m is shown as a
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Figure 2.4: Amplitude of the (`, m) modes of a (q, �) = (8, 0) system during the last
orbits of the coalescence in lineal (left) and logarithmic (right) scale. The waveform

represented is a hybrid T1-SXS waveform.

function of the time in the coalescence. Note t/M = 0 does not represent any special

time. The left plot is shown in linear scale in order to clearly show how dominant the

(2, 2) mode is: during the inspiral it is ⇠ 2 orders of magnitude larger than the next

strongest mode. However, during the very late inspiral and eventual merger (located

at the peak) the ratio A`,m/A
2,2 can get to the order of ⇠ 0.3 for the strongest HOMs.

The more the binary tightens, the more the geometry of the system deviates from the

original quadrupolar symmetry, radiating a larger fraction of the power in the form of

higher modes, until these reach their maximum at the merger. This is best seen in the

logarithmic version of the plot in the right panel. Note also that since each mode has

an approximate phase �`,m ' m�orb, their frequencies are roughly !`,m ' m!orb. Recall

that the GW frequency scales with the mass M of the system as 1/M . This implies

that for massive systems for which the (2, 2) mode has a frequency lower than lower

frequency cuto↵ of the detector, higher order modes will be in band dominating the GW

signal arriving at the detector. As we will see in Chapter 6, this is a key point regarding

the e↵ect that higher order modes can have in a GW search.

The ratio A`,m/A
2,2, depends in particular on the intrinsic parameters (q, �) of the

binary. Instead of giving the explicit expressions of the modes, in which evaluating the

2Unless specified, we will however use 3PN corrections for the (3, 3) mode.
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energy and flux [74]. For a detailed expression of the mode amplitudes as a function of
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function of the time in the coalescence. Note t/M = 0 does not represent any special

time. The left plot is shown in linear scale in order to clearly show how dominant the

(2, 2) mode is: during the inspiral it is ⇠ 2 orders of magnitude larger than the next

strongest mode. However, during the very late inspiral and eventual merger (located

at the peak) the ratio A`,m/A
2,2 can get to the order of ⇠ 0.3 for the strongest HOMs.

The more the binary tightens, the more the geometry of the system deviates from the

original quadrupolar symmetry, radiating a larger fraction of the power in the form of

higher modes, until these reach their maximum at the merger. This is best seen in the

logarithmic version of the plot in the right panel. Note also that since each mode has

an approximate phase �`,m ' m�orb, their frequencies are roughly !`,m ' m!orb. Recall

that the GW frequency scales with the mass M of the system as 1/M . This implies

that for massive systems for which the (2, 2) mode has a frequency lower than lower

frequency cuto↵ of the detector, higher order modes will be in band dominating the GW

signal arriving at the detector. As we will see in Chapter 6, this is a key point regarding

the e↵ect that higher order modes can have in a GW search.

The ratio A`,m/A
2,2, depends in particular on the intrinsic parameters (q, �) of the

binary. Instead of giving the explicit expressions of the modes, in which evaluating the

2Unless specified, we will however use 3PN corrections for the (3, 3) mode.

JCB+, Phys. Rev. D 93, 084019
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Introduction: Higher order modes

GW151226 (or Boxing Day event)

JCB, Dal Canton +, In prep. LIGO-G1700062-v6

Impact of higher order modes 
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Introduction: Higher order modes

GW151226 (or Boxing Day event)

Impact of higher order modes 
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JCB, Husa, Sintes, Puerrer  PRD 93.084019 (2016)



What do we pay?



Impact of omission of higher modes and precession

• Template banks are designed such that not more than 10% of signals are missed (at a 
given SNR), this requires a minimum overlap of 0.965 to targeted signals. 

Fitting Factor 
-1.00

16



Impact of omission of higher modes and precession

• Precession vs. higher modes:  SEOBNRv2 (Taracchini +’12,’14, Pürrer 16) trying to recover 
Georgia Tech Numerical Relativity waveforms (Jani+ 16). 

q=10, non-spinning
only higher modes

Fitting Factor 

JCB, Laguna, Shoemaker, Accepted in PRD , ArXiv1612.02340v2

-1.00

17

SEARCH DESCRIPTION

~L

CBC PARAMETERS

▸ Possible CBC parameters (#): 

▸ component masses m1, m2 (2) 

▸ dimensionless spins of 
components χ1, χ2 (6) (2) 

▸ location & orientation (6) 

analytically maximized over  
for non-precession 

▸ We consider non-precessing 
systems in our searches

~�1
~�2

m1

m2

~J

Non-Precessing System

*not including coalescence time tc, assuming 
circular orbit & 0 or negligible tidal deformation

4 Parameters*

41



Impact of omission of higher modes and precession

• Precession vs. higher modes:  SEOBNRv2 (Taracchini +’12,’14, Pürrer 16) trying to recover 
Numerical Relativity waveforms (Jani+ 16). 

q=10, non-spinning
only higher modes

q=7, precessing
+ higher modes

Fitting Factor 

JCB, Laguna, Shoemaker, Accepted in PRD , ArXiv1612.02340v2

-1.00
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Impact of omission of higher modes and precession

• This will cause losses larger than 10% for q > 4 sources when M > 100 Msun for aligned 
spin cases. (Varma + 14, JCB + 15, JCB +16).

ΔV½%" ¼ 100 ×
Vsubopt
i

Vopt
i

¼ 100 ×
!P

jF
3
i;jρ

3
i;jP

jρ
3
i;j

"

¼ 100 × ðF eff
i Þ3: ð8Þ

Above, F eff
i can be interpreted as an effective, observation-

averaged, fitting factor. The observation-averaged recov-
ered parameters are computed as

ΞB
i ¼

!P
jΞ

B
i;jF

3
i;jρ

3
i;jP

jF
3
i;jρ

3
i;j

"
; ð9Þ

and the corresponding averaged parameter bias is
computed as

ΔΞi ¼ ΞB
i − Ξi;0; ð10Þ

where Ξi;0 are the recovered parameters for the case in
which the target waveform contains only the (2,2) mode.
This accounts for intrinsic biases of the template bank
toward the quadrupolar modes of our targets and allows us
to isolate the effect of the HM. We note that, unlike studies
like Ref. [18], which quote the absolute value of the
parameter bias, we prefer to keep track of its sign, as this
can be then compared with a priori estimates. For instance,
since low-mass systems have a larger frequency content
than large-mass ones, we expect that the higher mode
content of the large-mass systems will produce averaged
biases to lower masses.
To assess the significance of these biases, we compare

them to the corresponding statistical uncertainty that
searches are affected by due to the presence of Gaussian
noise in the data. For doing so, we employ the indis-
tinguishability criterion for two waveforms h and g with
mismatch ϵ ¼ 1 −O½h; g" given by Ref. [38] and used in
Ref. [39]. Two waveforms are indistinguishable at a
given SNR ρ if ϵ < 1=2ρ2. We will thus consider that

parameter estimation5 is not compromised due to system-
atic biases produced by the presence of the HM in the target
waveform if the best matching template hBðΞB

i Þ and the one
best matching the injection with no HM hBðΞi;0Þ are
indistinguishable. We stress that this method does not
provide a complete parameter estimation study, as, for
instance, a bayesian MCMC study [19,20,40] would do,
but provides a fast first guess of the significance of the
systematic parameter bias we find, which we get for free as
a result of the fitting factor calculation.

V. EFFECT ON DETECTION

We show in Fig. 6 the fractional loss of sensitive volume
for the various studied targets due to the omission of the
HM in our template bank. In general, as q and M increase,
the larger contribution from the HM to the target signal
makesΔV decrease, which is expected from PN theory. For
AdvLIGO, losses never reach 20% for any of the studied
cases, and losses of 10% of events occur for high-mass
q ≥ 6 M > 100M⊙ systems. In contrast, mainly due to
their higher f0, for eaLIGO (and iLIGO), losses reach
values of∼23% (∼35%) for the highest q studied. Losses of
10% occur for all the targets with mass parameters
ðq ≥ 6;M ≥ 50M⊙Þ, and losses of 20% are present for
iLIGO for q ≥ 4. The lower seismic wall (f0 ¼ 10 Hz) of
AdvLIGO makes it sensitive to a longer inspiral dominated
by the (2,2) mode, which causes losses to be lower than
those obtained for eaLIGO for M > 140M⊙ and makes
them increase as the total mass does and the (2,2) mode-
dominated inspiral leaves the detector band. However,
while the AdvLIGO noise curve is quite flat, eaLIGO
shows a pretty well-defined sweet spot at f ≃ 130 Hz,
which makes the behavior of losses as a function of the total
mass more intricate for lower masses. In particular, we see
that for the mass range ð∼60M⊙;∼100M⊙Þ losses do not

AdvLIGO

eaLIGO

iLIGO
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0
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10
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35

M M

10
0

V
Non Spinning q 4,6,8
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5

10

15

20

M M

10
0

V

q 3, 0, 0.5

FIG. 6. Left: Fractional volume loss in % for nonspinning q ¼ ð4; 6; 8Þ systems (in dotted, dashed, and solid lines). Right: same for the
q ¼ 3, χ ¼ ð−0.5;þ0.5; 0Þ systems (in dotted, dashed, and solid lines), using the same color-detector code as in the left panel. Recall
that for the case of iLIGO we have not considered spinning targets.

5Or measurement following the notation in Ref. [38].

IMPACT OF GRAVITATIONAL RADIATION HIGHER … PHYSICAL REVIEW D 93, 084019 (2016)

084019-7
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Impact of omission of higher modes and precession

• Losses when both effects combine: orientation averaged losses.

JCB, Laguna, Shoemaker, PRD , ArXiv1612.02340v2

GW150914 - like
sources

q > 3 sources
precessing

Dashed: strong
precession

(chi_p > 0.5)
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Impact of omission of higher modes and precession

• Isolating precession: face-on losses. 

JCB, Laguna, Shoemaker, PRD , ArXiv1612.02340v2

GW150914 - like
sources

q > 3 sources
precessing

Dashed: strong
precession

(chi_p > 0.5)
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Further impact: growth of the chi-square value

• The signal-to-noise ratio is the reference value for estimating the significance of triggers.
• However, we must discriminate terrestrial glitches from real GW.
• One of the main ways of doing this is the so called chi-square value
• Mismatch between GW and template, will reduce SNR *and* increase chi-square.

Signals omit higher modes:
GOOD separation from background

triggers

Signals include higher modes:
POOR separation from background

triggers

JCB, Dal Canton +, In prep. LIGO-G1700062-v6
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Further impact: growth of the chi-square value

• The signal-to-noise ratio is the reference value for estimating the significance of triggers.
• However, we must discriminate terrestrial glitches from real GW.
• One of the main ways of doing this is the so called chi-square value
• Mismatch between GW and template, will reduce SNR *and* increase chi-square.

Signals omit higher modes:
GOOD separation from background

triggers

Signals include higher modes:
POOR separation from background

triggers

JCB, Dal Canton +, In prep. LIGO-G1700062-v6

23



Testing GR: fake violations of GR In Collaboration with TGF Li, Peter Tsung, Wang Yifan, T. Carter

LSC+Virgo, PhysRevLett.116.221101 
GW150914 TestingGR paper
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Testing GR: fake violations of GR

• Absence of higher modes can lead to apparent fake violations of GR
• The effect of higher modes is accounted by the alpha and beta corrections to GR.
• Larger impact at large post-Newtonian orders
• Wrong signal recovery when GR corrections are switched off.

In Collaboration with TGF Li, Peter Tsung, Wang Yifan, T. Carter

�2 �3 ↵2 ↵3 ↵4
�15

�10

�5

0

5

10

15

�p
i

Testing GR Parameters

HM Included Injections
No HM Included Injections
Injected Value

Test Case: q=8, M=170Msun BBH, edge-on, SNR=50
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On its way: implementing a search including higher order modes



Search including higher order modes:

• We build on the existing pyCBC search algorithm.
• Higher modes force us to include two extra parameters: the orientation 

angles of the source.
• Polarisation can be analytically maximised over.
• Growth of the number of required templates.
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Templates vs. masses



Conclusions:

• All LIGO detections so far are characterised by a low mass ratio, total mass < 
100Msun, and no clear evidence for a precessing orbital plane.

• Omission of physical effects like higher modes or precession damages our 
ability to detect binary black holes, specially those not satisfying the above 
conditions.

• Precession can have a large impact even for large total masses.
• Losses up to 30% occur for the current version of Advanced LIGO.
• Need for waveform models including the effects of both precession and higher 

order modes (Ongoing work by Khan, Mishra, Cotesta, UIB group +).

Ongoing work:

• Development of a search using such waveform model, and hopefully discover 
IMBBH’s?.

• We need a waveform model including both precession and higher order 
modes.



Bonus: Key aspects of GW detection. 

SNR

MODELED SEARCHES

MATCHED FILTERING

▸ Have a signal buried in some strain s 

▸ Use a template waveform h to calculate 
the signal-to-noise ratio (SNR) !: 

▸ By replacing h with he-2"ift we construct !(t) 

▸ Triggers are points where !(t) is maximized

⇢ =
|hh|si|p
hh|hi ha|bi ⌘ 4

Z 1

0

ã⇤(f)b̃(f)

Sn(f)
df

Courtesy A. Nitz
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• SNR is just the projection of the signal s onto the template h. 
• If h does not accurately represent the GW contained in s, SNR 
will be suboptimal.

• Inaccurate templates lead to a loss of SNR and sensitive volume. 
• Omission of physical effects causes templates to be inaccurate: event loss and 

parameter bias 

O(a|b) = ha|bip
ha|aihb|bi

⇢(a|b) ⇠ O(a|b)

ArcCos(O)

ArcCos(O0)

⇢ ⇠ 1/DHor

) DHor ⇠ O(a|b)

VHor ⇠ O(a|b)3

2 [0, 1]



Bonus: Key aspects of GW detection. 

MODELED SEARCHES

MATCHED FILTERING

▸ Have a signal buried in some strain s 

▸ Use a template waveform h to calculate 
the signal-to-noise ratio (SNR) !: 

▸ By replacing h with he-2"ift we construct !(t) 

▸ Triggers are points where !(t) is maximized

⇢ =
|hh|si|p
hh|hi ha|bi ⌘ 4

Z 1

0

ã⇤(f)b̃(f)

Sn(f)
df

Courtesy A. Nitz
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• We look for weak signals in strong noise: usage of 
matched filter technique. 

• We use templates as filters for the incoming signal, 
and compute its signal-to noise ratio (SNR). 

• Noise is non-Gaussian: we need to discriminate 
noise transients from real GW’s. 

Glitch

Signal
�2

SNR



Bonus: Parameters of Binary Black Holes’ signals 

Chapter 2. Waveforms for Compact Binary Coalescences 26

that the spin of a black hole can be made to exceed the Kerr limit if it is placed in a

bath of an scalar field with negative energy. The solution is however not stable and we

will thus consider that interesting astrophysical sources do satisfy the Kerr limit.

z

x

y

�S1

�S2

�L
�

�

m1

m2

To detector

Orbital Plane

k̂

x̄

ȳ

z̄

�̄

�̄

To Source

Detector Plane

�k̂

Figure 2.1: Top: Source frame used in this thesis. The red solid arrow points to the
location (�,⇥) of the detector, so that it is parallel to the propagation vector �k of the
GW. Bottom: Detector Frame. The solid green arrow points to the location of the
source. In other words, it is antiparallel to the propagation vector �k of the incoming
GW. The two blue positive x̄ and ȳ axes are aligned with the arms of the detector. dL

denotes the luminosity distance between source and detector.

Edge-on (✓ = 0)

Face-on (✓ = 0)

SEARCH DESCRIPTION

~L

CBC PARAMETERS

▸ Possible CBC parameters (#): 

▸ component masses m1, m2 (2) 

▸ dimensionless spins of 
components χ1, χ2 (6) (2) 

▸ location & orientation (6) 

analytically maximized over  
for non-precession 

▸ We consider non-precessing 
systems in our searches

~�1
~�2

m1

m2

~J

Non-Precessing System

*not including coalescence time tc, assuming 
circular orbit & 0 or negligible tidal deformation

4 Parameters*

41

No in-plane spins

No Higher 
Modes

Analytical 
Maximisation 
over angles

• 2 Masses:  

• 6 Spin Components: 

• Orientation of the Binary (2 angles) 
• Orientation of the Detector (3 angles) 
• Distance 
• Time of arrival

M = m1 +m2 q =
m1

m2
� 1

�eff =
sz1m1 + sz2m2

m1 +m2

4 Physical Parameters

2 Spin Components

+



Bonus: Significance of GW150914

• Need to define some ranking statistic. 
• Compute the distribution of the ranking statistic in background: time-slides 
 method.

18

FIG. 10. PyCBC c

2
r (top row) and GstLAL x

2 (bottom row) versus SNR in each detector. Triggers associated with a set of simulated binary
black hole signals that are added in software are shown, colored by the false alarm rate that they were recovered with (crosses). Also shown
are triggers associated with simulated signals that were added to the detectors. We see a clear separation between these simulated signals and
background noise triggers (black dots; for plotting purposes, a threshold was applied to the background, indicated by the gray region). Lines
of constant re-weighted SNR (gray dashed lines) are shown in the PyCBC plot; plotted are r̂ = {8,10,14,20}.

[5] A. H. Nitz, I. W. Harry, J. L. Willis, C. M. Biwer, D. A. Brown,
L. P. Pekowsky, T. Dal Canton, A. R. Williamson, T. Dent,
C. D. Capano, T. T. Massinger, A. K. Lenon, A. Nielsen, and
M. Cabero, “PyCBC Software,” https://github.com/
ligo-cbc/pycbc (2016).

[6] K. Cannon, R. Cariou, A. Chapman, M. Crispin-Ortuzar, N. Fo-
topoulos, et al., Astrophys.J. 748, 136 (2012), arXiv:1107.2665
[astro-ph.IM].

[7] S. Privitera, S. R. P. Mohapatra, P. Ajith, K. Cannon, N. Fo-
topoulos, M. A. Frei, C. Hanna, A. J. Weinstein, and J. T. Whe-
lan, Phys. Rev. D89, 024003 (2014), arXiv:1310.5633 [gr-qc].

[8] C. Messick et al. (2016), In preparation.
[9] A. Taracchini, A. Buonanno, Y. Pan, T. Hinderer, M. Boyle,

et al., Phys.Rev. D89, 061502 (2014), arXiv:1311.2544 [gr-qc].
[10] M. Pürrer, ArXiv e-prints (2015), arXiv:1512.02248 [gr-qc].
[11] C. Capano, I. Harry, S. Privitera, and A. Buonanno, (2016), In

preparation.
[12] B. Allen, W. G. Anderson, P. R. Brady, D. A. Brown, and

J. D. E. Creighton, Phys.Rev. D85, 122006 (2012), arXiv:gr-
qc/0509116 [gr-qc].

[13] K. Cannon, A. Chapman, C. Hanna, D. Keppel, A. C.
Searle, and A. J. Weinstein, Phys. Rev. D82, 044025 (2010),
arXiv:1005.0012 [gr-qc].

[14] B. Abbott et al., (2016), https://dcc.ligo.org/

LIGO-P1500238/public/main.
[15] B. Allen, Phys.Rev. D71, 062001 (2005), arXiv:gr-qc/0405045

[gr-qc].
[16] K. Cannon, C. Hanna, and J. Peoples, ArXiv e-prints (2015),

arXiv:1504.04632 [astro-ph.IM].
[17] B. Abbott et al., (2016), https://dcc.ligo.org/

LIGO-P1500237/public/main.
[18] B. Abbott et al., (2016), https://dcc.ligo.org/

LIGO-P1500218/public/main.
[19] K. S. Thorne, in Three hundred years of gravitation, edited

by S. W. Hawking and W. Israel (Cambridge University Press,
Cambridge, 1987) Chap. 9, pp. 330–458.

[20] B. S. Sathyaprakash and S. V. Dhurandhar, Phys. Rev. D44,
3819 (1991).

[21] C. Cutler et al., Phys. Rev. Lett. 70, 2984 (1993).
[22] L. S. Finn, Phys. Rev. D46, 5236 (1992), arXiv:gr-qc/9209010

[gr-qc].
[23] L. S. Finn and D. F. Chernoff, Phys. Rev. D47, 2198 (1993),

arXiv:gr-qc/9301003 [gr-qc].
[24] S. V. Dhurandhar and B. S. Sathyaprakash, Phys. Rev. D49,

1707 (1994).
[25] R. Balasubramanian, B. S. Sathyaprakash, and S. V. Dhurand-

har, Phys. Rev. D 53, 3033 (1996), arXiv:gr-qc/9508011.
[26] E. E. Flanagan and S. A. Hughes, Phys. Rev. D57, 4535 (1998),

MODELED SEARCHES
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Bonus: Significance of GW150914

RESULTS
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FIG. 3. Search results from the two analyses. The upper left hand plot shows the PyCBC result for signals with chirp mass M > 1.74M�
(the chirp mass of a m1 = m2 = 2M� binary) and fpeak > 100Hz while the upper right hand plot shows the GstLAL result. In both analyses,
GW150914 is the most significant event in the data, and is more significant than any background event in the data. It is identified with a
significance greater than 5s in both analysies. As GW150914 is so significant, the high significance background is dominated by its presence
in the data. Once it has been identified as a signal, we remove it from the background estimation to evaluate the significance of the remaining
events. The lower plots show results with GW150914 removed from both the foreground and background, with the PyCBC result on the left and
GstLAL result on the right. In both analyses, GW151226 is identified as the most significant event remaining in the data. GW151226 is more
significant than the remaining background in the PyCBC analysis, with a significance of greater than 5s . In the GstLAL search GW151226 is
measured to have a significance of 4.5s . The third most significant event in the search, LVT151012 is identified with a significance of 1.7s

and 2.0s in the two analyses respectively. The significance obtained for LVT151012 is only marginally affected by including or removing
background contributions from GW150914 and GW151226.

been confidently identified as a signal, we remove triggers
associated to it from the background in order to get an ac-
curate estimate of the noise background for lower amplitude
events. The lower panel of Figure 3 shows the search results
with GW150914 removed from both the foreground and back-
ground distributions.

A. GW150914

GW150914 was observed on September 14, 2015 at
09:50:45 UTC with a matched filter SNR of 23.7.1 It is re-
covered with a re-weighted SNR in the PyCBC analysis of
r̂c = 22.7 and a likelihood of 84.7 in the GstLAL analysis.
A detailed discussion of GW150914 is given in [16, 38, 43],
where it was presented as the most significant event in the first

1 We quote the matched filter SNR as computed by the PyCBC search using
the updated calibration, the GstLAL values agree within 2%.

PYCBC GSTLAL

▸ Use all of O1 to estimate 
background 

▸ Still louder than all background 

▸ FAR < 6 x 10-7 / year 

▸ p-value < 6 x 10-8 (> 5.3σ)

GW150914

O1

LSC+Virgo, arXiv:1606.04856

9

LSC + Virgo, Phys. Rev. X 6, 041015 (2016) 



Bonus: How similar are sine-gaussian glitches to IMBH signals?

JCB, PhD Thesis 



Bonus:Template bank including higher order modes:

Key facts:

• EOBNRv2HM (non-spinning). 
• Inclination and azimuth (theta and phi below) are now template parameters 

(polarisation is maximised over) 
• Size ~6000 templates. Modifying now pycbc_inspiral_skymax to use this.
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Bonus: Parameter bias due to omission of higher modes:



Bonus: The case of 2018 Advanced LIGO:

• Lower impact of higher modes due to signals lasting longer in band. 
• Rather constant impact of both precession and HM as a function of total 

mass. 
• Slightly larger impact of precession due to waveforms being longer



Introduction: matched filter searches (or modelled searches)

LSC+ Virgo, PRL 116, 141103 (2016) 

from 35 Hz to a peak amplitude at 450 Hz. The signal-to-
noise ratio (SNR) accumulates equally in the early inspiral
(∼45 cycles from 35 to 100 Hz) and late inspiral to merger
(∼10 cycles from 100 to 450 Hz). This is different from the
more massive GW150914 binary for which only the last 10
cycles, comprising inspiral and merger, dominated the
SNR. As a consequence, the parameters characterizing
GW151226 have different precision than those of
GW150914. The chirp mass [26,45], which controls the
binary’s evolution during the early inspiral, is determined
very precisely. The individual masses, which rely on
information from the late inspiral and merger, are measured
far less precisely.
Figure 1 illustrates that the amplitude of the signal is less

than the level of the detector noise,where themaximum strain
of the signal is 3.4þ0.7

−0.9 × 10−22 and 3.4þ0.8
−0.9 × 10−22 in LIGO

Hanford and Livingston, respectively. The time-frequency
representation of the detector data shows that the signal is not
easily visible. The signal is more apparent in LIGO Hanford
where the SNR is larger. The SNR difference is predomi-
nantly due to the different sensitivities of the detectors at the
time. Only with the accumulated SNR frommatched filtering
does the signal become apparent in both detectors.

III. DETECTORS

The LIGO detectors measure gravitational-wave strain
using two modified Michelson interferometers located in
Hanford, WA and Livingston, LA [2,3,46]. The two
orthogonal arms of each interferometer are 4 km in length,
each with an optical cavity formed by two mirrors acting as
test masses. A passing gravitational wave alters the

FIG. 1. GW151226 observed by the LIGO Hanford (left column) and Livingston (right column) detectors, where times are relative to
December 26, 2015 at 03:38:53.648 UTC. First row: Strain data from the two detectors, where the data are filtered with a 30–600-Hz
bandpass filter to suppress large fluctuations outside this range and band-reject filters to remove strong instrumental spectral lines [46].
Also shown (black) is the best-match template from a nonprecessing spin waveform model reconstructed using a Bayesian analysis [21]
with the same filtering applied. As a result, modulations in the waveform are present due to this conditioning and not due to precession
effects. The thickness of the line indicates the 90% credible region. See Fig. 5 for a reconstruction of the best-match template with no
filtering applied. Second row: The accumulated peak signal-to-noise ratio (SNRp) as a function of time when integrating from the start of
the best-match template, corresponding to a gravitational-wave frequency of 30 Hz, up to its merger time. The total accumulated SNRp

corresponds to the peak in the next row. Third row: Signal-to-noise ratio (SNR) time series produced by time shifting the best-match
template waveform and computing the integrated SNR at each point in time. The peak of the SNR time series gives the merger time of
the best-match template for which the highest overlap with the data is achieved. The single-detector SNRs in LIGO Hanford and
Livingston are 10.5 and 7.9, respectively, primarily because of the detectors’ differing sensitivities. Fourth row: Time-frequency
representation [47] of the strain data around the time of GW151226. In contrast to GW150914 [4], the signal is not easily visible.
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GW151226 (or Boxing Day event)

Key facts of modelled searches.

• GW signals are normally weaker than the detector background noise.
• Compare (via matched filter) the detector output with waveform models (or templates) —> 

Signal-to-noise ratio.
• Templates need to be accurate representations of the GW signal.
• Wrong modelling leads to loss in SNR and damages the detection process.

Not Precession


